
Training-free Inference Acceleration of 
Generative Models



Training-free acceleration of Diffusion Models

⚫ While these architectural strategies 
effectively reduce sampling latency, 
they exhibit lower faithfulness to the 
original samples :

◦ (a) Fixed acceleration patterns cannot be 
effectively adapted to the variability of 
each prompt’s denoising trajectory.

◦ (b) Such methods do not explicitly 
leverage the underlying ODE formulation 
of the denoising process, nor interplay 
with the specific ODE-solver used

2

A pipeline for diffusion caching

Diffusion

Iteration 

Attention 

Solvers

Architectural 
strategies

Reduce step

Reduce costs 
per step

Needs Interplay



Adaptive Exploit Sparsity with Unified Stability Measure
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⚫ SADA: Adaptive acceleration based on a stability criterion measured via the velocity of 

sampling trajectory 𝑦 =
𝑑𝑥𝑡

𝑑𝑡
. The criterion is derived as:

◦ (a) If < 0: returns True, conduct Step-wise Cache-Assisted Pruning

◦ (b) If > 0: returns False, conduct Token-wise Cache-Assisted Pruning



Adaptive Sampling with Principled Approximation
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a. In the first half of diffusion process, Step-wise: 

We leverage the precise gradients calculated 
by the ODE Solvers 

b. In the second half of diffusion process, Multistep: 

Note: Both approximation schemes eventually yields a per-step clean image,      , which error is bounded. See 
detailed proof in our original paper. 

If the criterion returns True:

If returns False: c. the criterion becomes a binary mask that prunes out “stable tokens” and 
compute the rest



Empirical results
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Empirical results
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